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Outline

• Non-parametric approach
• Unsupervised: Non-parametric density estimation

• Parzen Windows

• Kn-Nearest Neighbor Density Estimation

• Supervised: Instance-based learners

• Classification

• kNN classification

• Weighted (or kernel) kNN

• Regression

• kNN regression

• Locally linear weighted regression
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Introduction

•
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Parametric vs. nonparametric methods

• Parametric methods need to find parameters from data and 
then use the inferred parameters to decide on new data points 
• Learning: finding parameters from data

• Nonparametric methods
• Training examples are explicitly used 

• Training phase is not required

• Both supervised and unsupervised learning methods can be 
categorized into parametric and non-parametric methods. 
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Histogram approximation idea

•
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Non-parametric density estimation

•
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Non-parametric density estimation

•
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Non-parametric density estimation

•
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Necessary conditions for converge

•
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Non-parametric density estimation: Main 
approaches

•
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Parzen window

•
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Parzen window

•
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Window function

•
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Density estimation: non-parametric
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Density estimation: non-parametric
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Window (or kernel) function: Width parameter

•
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[Duda, Hurt, and Stork]
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Width parameter

•
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Practical issues: Curse of dimensionality
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Non-parametric density estimation: Main 
approaches

•
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•
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•
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• Discontinuities in the slopes
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[Bishop]
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•
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[Duda, Hurt, and Stork]
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Non-parametric density estimation: 
Summary

•
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Nonparametric learners

•

25
Instance-based Learning 



Sharif University
of Technologytitle2626
Sharif University
of Technologytitle2626

Parzen window & generative classification

•
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Parzen window & generative classification: 
Example
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[Duda, Hurt, and Stork]
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Classification: k-Nearest-Neighbor (kNN) 

•
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kNN classifier

•
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Probabilistic perspective of kNN

•
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Nearest-neighbor classifier: Example

• Voronoi tessellation:
• Each cell consists of all points closer to a given training point than 

to any other training points

• All points in a cell are labeled by the category of the corresponding 
training point.
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[Duda, Hurt, and Strok’s Book]
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kNN classifier: Effect of k
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[Bishop]

Need to determine an appropriate value for k (e.g., by crossvalidation)
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Nearest neighbor classifier: error bound

•
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k-NN classifier: error bound

•
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Bound on the k-Nearest Neighbor Error Rate

•
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[Duda, Hurt, and Strok]
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Instance-based learner

• Main things to construct an instance-based learner:
• A distance metric

• Number of nearest neighbors of the test data that we 
look at

• A weighting function (optional)

• How to find the output based on neighbors?
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Distance measures

•
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Sensitive to irrelevant features
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Distance measure: example
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Metric Learning Example: LMNN
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[wikipedia]
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Weighted kNN classification

•
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An example of 

weighting function
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Weighting functions
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[Fig. has been adopted from Andrew Moore’s tutorial on “Instance-based learning”]
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kNN regression

•
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kNN regression: examples
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Dataset 1 Dataset 2 Dataset 3
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Weighted (or kernel) kNN regression

•
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Kernel kNN regression

• Choosing a good parameter (kernel width) is important. 
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Kernel kNN regression

• Disadvantages:
• not capturing the simple structure of the data

• failure to extrapolate at edges
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[Figs. have been adopted from Andrew Moore’s tutorial on “Instance-based learning”]

In these datasets, some regions are without samples

Best kernel widths have been used 
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Locally weighted linear regression

•
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Unweighted linear
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Locally weighted linear regression

•
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weighted

Weighted on all training examples

unweighted
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Locally weighted linear regression: 
example

• More proper result than weighted kNN regression
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Locally weighted regression: summary

•
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Parametric vs. nonparametric methods

•
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Instance-based learning: summary

• Learning is just storing the training data 
• prediction on a new data based on the training data themselves 

• An instance-based learner does not rely on assumption 
concerning the structure of the underlying density function.

• With large datasets, instance-based methods are slow for 
prediction on the test data
• kd-tree, Locally Sensitive Hashing (LSH), and other kNN 

approximations can help.
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